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R Assignment #4

2.1 Calculate the expected counterfactual outcome under each exposure level of a

> set.seed(252)

> W1<- as.integer(runif(n, 1,4) ) # lifestyle 1,2,3

> W2<- rbinom(n, size=1, prob= runif(n, 0.02, 0.7)) # gender

> A<- 1+ rbinom(n, size=6, prob=plogis(0.35 -0.3\*W1 +0.5\*(1-W2) )) #burpees

> U.Y<- rnorm(n, 0, sd=0.01)

> Y<- 30 +1.5\*W1 +3\*log(A)+.3\*(1-W2)\*A + U.Y # happiness

> # the counterfactuals

> Y.1<- 30 +1.5\*W1 +3\*log(1)+.3\*(1-W2)\*1 + U.Y #

> Y.2<- 30 +1.5\*W1 +3\*log(2)+.3\*(1-W2)\*2 + U.Y #

> Y.3<- 30 +1.5\*W1 +3\*log(3)+.3\*(1-W2)\*3 + U.Y #

> Y.4<- 30 +1.5\*W1 +3\*log(4)+.3\*(1-W2)\*4 + U.Y #

> Y.5<- 30 +1.5\*W1 +3\*log(5)+.3\*(1-W2)\*5 + U.Y #

> Y.6<- 30 +1.5\*W1 +3\*log(6)+.3\*(1-W2)\*6 + U.Y #

> Y.7<- 30 +1.5\*W1 +3\*log(7)+.3\*(1-W2)\*7 + U.Y #

>

> mean(Y.1)

[1] 33.2125

> mean(Y.2)

[1] 35.48273

> mean(Y.3)

[1] 36.88991

> mean(Y.4)

[1] 37.94374

> mean(Y.5)

[1] 38.80395

> mean(Y.6)

[1] 39.5417

> mean(Y.7)

[1] 40.19493

> Psi.F <- mean(Y.7-Y.1)

> Psi.F

[1] 6.982431

This means that for BART riders completing 7 burpees are – on average – 6.98 units happier than riders who only completed 1 burpee. The insight is that more burpees make life happier (at least for BART riders – not so sure about AC Transit or SF MUNI).

3. Import and explore data set

> ObsData <- read.csv("Rassign4.Fa2013.csv")

> View(ObsData)

> str(ObsData)

'data.frame': 5000 obs. of 4 variables:

$ W1: int 3 3 1 3 3 2 2 2 1 2 ...

$ W2: int 1 1 1 1 0 1 1 1 1 0 ...

$ A : int 2 3 3 1 4 5 3 5 4 5 ...

$ Y : num 36.6 37.8 34.8 34.5 39.8 ...

> n <- nrow(ObsData)

> summary(ObsData)

W1 W2 A Y

Min. :1.000 Min. :0.0000 Min. :1.000 Min. :31.49

1st Qu.:1.000 1st Qu.:0.0000 1st Qu.:3.000 1st Qu.:36.85

Median :2.000 Median :0.0000 Median :4.000 Median :37.83

Mean :2.023 Mean :0.3486 Mean :4.085 Mean :37.92

3rd Qu.:3.000 3rd Qu.:1.0000 3rd Qu.:5.000 3rd Qu.:39.32

Max. :3.000 Max. :1.0000 Max. :7.000 Max. :42.45

strataW1W2<- rep(NA, n)

strataW1W2[ ObsData$W1==1 & ObsData$W2==1] <- 11

strataW1W2[ ObsData$W1==2 & ObsData$W2==1] <- 21

strataW1W2[ ObsData$W1==3 & ObsData$W2==1] <- 31

strataW1W2[ ObsData$W1==1 & ObsData$W2==0] <- 10

strataW1W2[ ObsData$W1==2 & ObsData$W2==0] <- 20

strataW1W2[ ObsData$W1==3 & ObsData$W2==0] <- 30

# telling R that these are factors

strataW1W2<- as.factor(strataW1W2)

> table(ObsData$A, strataW1W2)

strataW1W2

10 11 20 21 30 31

1 2 6 7 20 25 40

2 40 50 56 80 114 132

3 130 124 174 156 281 223

4 266 175 348 172 324 145

5 318 127 320 117 249 63

6 232 57 156 28 99 12

7 69 10 36 5 11 1

At level a=1, strata 10, 11, 20 are sparse.

At level a=6, strata 31 is sparse.

At level a=7, strata 11, 21, 30, and 31 are sparse.

In short, though we have not violated positivity in a strict sense, the sparse cells will make it difficult for IPTW estimators later on, where the weights for the treatment assignment will potentially be a lot higher. Thus we have “near” violations of the positivity assumption.

4. IPTW for ATE

> library("nnet")

> gAW.reg<-multinom(A~ W1+W2, data=ObsData)

# weights: 28 (18 variable)

initial value 9729.550745

iter 10 value 8205.693797

iter 20 value 8032.285228

final value 8018.904637

converged

> gAW.reg

Call:

multinom(formula = A ~ W1 + W2, data = ObsData)

Coefficients:

(Intercept) W1 W2

2 3.069348 -0.4984121 -0.4822202

3 4.526567 -0.6840646 -0.8728118

4 5.760546 -1.0352705 -1.4050367

5 6.137191 -1.2529254 -1.8449198

6 6.136544 -1.5833200 -2.4323447

7 5.332889 -1.9769620 -2.8351344

Residual Deviance: 16037.81

AIC: 16073.81

> for (i in 1:7){

+ gAW[ObsData$A==i] <- gAW.pred[ObsData$A==i, as.character(i)]

+ }

> summary(gAW)

Min. 1st Qu. Median Mean 3rd Qu. Max.

0.002224 0.176000 0.251200 0.228100 0.299400 0.341700

Some of these covariate combinations have little variability in burpee exposure.

> wt <- 1/gAW

> summary(wt)

Min. 1st Qu. Median Mean 3rd Qu. Max.

2.927 3.340 3.980 6.934 5.683 449.700

When we calculate the weights, we see how they vary tremendously, from under 3 to over 449. This “near” positivity violation means that at least one BART rider is upweighted almost 450 times.

> IPTW<- mean(wt\*as.numeric(ObsData$A==7)\*ObsData$Y) - mean(wt\*as.numeric(ObsData$A==1)\*ObsData$Y)

> IPTW

[1] 7.531834

7.5 units (as calculated with IPTW) is somewhat different that 6.98 units (as calculated by correctly specified model). Ideally, we would want a better estimate (with lower bias ).

> Stab.IPTW <- mean( wt\*as.numeric(ObsData$A==7)\*ObsData$Y)/mean( wt\*as.numeric(ObsData$A==7)) -mean( wt\*as.numeric(ObsData$A==1)\*ObsData$Y)/mean( wt\*as.numeric(ObsData$A==1))

> Stab.IPTW

[1] 6.855816

Here, we get a better estimate for stabilized IPTW estimand than we do the regular IPTW estimand. Minimizing the variance in the weights (with the Horvitz-Thompson estimator) helps us get a better estimand.

5. IPTW & Marginal Structural Models

IPTW for MSM parameter without stabilized weights

IPTW.msm<- glm(Y~A\*W1\*W2, weights=wt, data=ObsData )

> IPTW.msm

Call: glm(formula = Y ~ A \* W1 \* W2, data = ObsData, weights = wt)

Coefficients:

(Intercept) A W1 W2 A:W1 A:W2

30.23265 1.16872 1.40503 -0.23554 0.01895 -0.26149

W1:W2 A:W1:W2

0.08308 -0.01233

Degrees of Freedom: 4999 Total (i.e. Null); 4992 Residual

Null Deviance: 238500

Residual Deviance: 8979 AIC: 9116

Treating this MSM as the truth, we estimate that for every additional burpee, there is an increase in 1.16872 units ofhappiness.

6. Weight stabilization in IPTW for a MSM parameter

gA<- rep(NA, n)

for (i in 1:7){

gA[ObsData$A==i] <- mean(ObsData$A==i)

}

> hist(wt.MSM)

![](data:image/png;base64,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)

> summary(wt.MSM)

Min. 1st Qu. Median Mean 3rd Qu. Max.

0.2904 0.7755 0.9505 0.9990 1.0460 11.8700

This is a much better distribution of the weights.

# 4. estimate the parameters of the MSM with IPTW

IPTW.msm.st<- glm(Y~A\*W1\*W2, weights=wt.MSM, data=ObsData )

> IPTW.msm.st$coef

(Intercept) A W1 W2 A:W1 A:W2

30.718230534 1.114328039 1.476906407 -0.024960390 0.005032942 -0.297991512

W1:W2 A:W1:W2

-0.002841273 0.002814627

Treating this MSM as the truth, we estimate that for every additional burpee, there is an increase in 1.1143 units of happiness.

Let’s compare this with what was computed above for IPTW.msm

Coefficients:

(Intercept) A W1 W2 A:W1 A:W2

30.23265 1.16872 1.40503 -0.23554 0.01895 -0.26149

W1:W2 A:W1:W2

0.08308 -0.01233

Degrees of Freedom: 4999 Total (i.e. Null); 4992 Residual

Null Deviance: 238500

Residual Deviance: 8979 AIC: 9116

Are the estimated parameters the same? No, not quite. Comparing the coefficients from both, A:W1:W2, W1:W2, A:W1, and W2 have significantly bigger coefficients. However, the coefficients for A in both MSM’s are relatively similar.

**HW 4.b**

2. Implement TMLE for G-Comp Estimand

set.seed (252)

FullData <- read.csv("Rassign4.Fa2013.csv")

ObsData <- FullData[FullData$A==1 | FullData$A==7,]

n <- nrow(ObsData)

n

[1] 232

A.binary <- as.numeric(ObsData$A==7)

table(A.binary, ObsData$A)

A.binary 1 7

0 100 0

1 0 132

ObsData <- data.frame(ObsData, A.binary)

W <- subset(ObsData, select=c(W1,W2))

# run the tmle package

out<- tmle(Y=ObsData$Y, A=ObsData$A.binary, W=W)

> summary(out)

Initial estimation of Q

Procedure: SuperLearner

Model:

Y ~ SL.glm\_All + SL.step\_All + SL.glm.interaction\_All

Coefficients:

SL.glm\_All 0

SL.step\_All 0.0001293811

SL.glm.interaction\_All 0.9998706

Estimation of g (treatment mechanism)

Procedure: SuperLearner

Model:

A ~ SL.glm\_All + SL.step\_All + SL.glm.interaction\_All

Coefficients:

SL.glm\_All 1

SL.step\_All 0

SL.glm.interaction\_All 0

Estimation of g.Z (intermediate variable assignment mechanism)

Procedure: No intermediate variable

Estimation of g.Delta (missingness mechanism)

Procedure: No missingness

Bounds on g: ( 0.025 0.975 )

Additive Effect

Parameter Estimate: 7.0027

Estimated Variance: 0.0032201

p-value: <2e-16

95% Conf Interval: (6.8915, 7.114)

> names(out)

[1] "estimates" "Qinit" "g" "g.Z"

[5] "g.Delta" "Qstar" "epsilon"

> out$epsilon

H0W H1W

-0.0007003250 0.0004966716

Parameter estimate of 7.00 is very close to 6.98. Actually, it is closer than IPTW estimates (regular and stabilized).

3. Evaluate finite sample performance

# ----------------

# generateData - function to generate the observed data + counterfactuals

# ----------------

generateData<- function(n){

W1<- as.integer(runif(n, 1,4) ) # lifestyle 1,2,3

W2<- rbinom(n, size=1, prob= runif(n, 0.02, 0.7)) # gender

A<- 1+ rbinom(n, size=6, prob=plogis(0.35 -0.3\*W1 +0.5\*(1-W2) )) #burpees

U.Y<- rnorm(n, 0, sd=0.01)

Y<- 30 +1.5\*W1 +3\*log(A)+.3\*(1-W2)\*A + U.Y # happiness

# the counterfactuals

Y.1<- 30 +1.5\*W1 +3\*log(1)+.3\*(1-W2)\*1 + U.Y #

Y.2<- 30 +1.5\*W1 +3\*log(2)+.3\*(1-W2)\*2 + U.Y #

Y.3<- 30 +1.5\*W1 +3\*log(3)+.3\*(1-W2)\*3 + U.Y #

Y.4<- 30 +1.5\*W1 +3\*log(4)+.3\*(1-W2)\*4 + U.Y #

Y.5<- 30 +1.5\*W1 +3\*log(5)+.3\*(1-W2)\*5 + U.Y #

Y.6<- 30 +1.5\*W1 +3\*log(6)+.3\*(1-W2)\*6 + U.Y #

Y.7<- 30 +1.5\*W1 +3\*log(7)+.3\*(1-W2)\*7 + U.Y #

data.frame(W1,W2,A,Y,Y.1, Y.2, Y.3, Y.4,Y.5, Y.6, Y.7)

}

set.seed(252)

R <- 500

estimates<- rep(NA, R)

for(r in 1:R){

# draw a new sample

FullData<- generateData(5000)

NewData <- FullData[FullData$A==1 | FullData$A==7,]

n <- nrow(NewData)

A.binary <- as.numeric(NewData$A==7)

NewData <- data.frame(NewData, A.binary)

# create a data frame of baseline covariates

W<- subset(NewData, select=c(W1,W2))

# run the tmle package

out<- tmle(Y=NewData$Y, A=NewData$A.binary, W=W)

estimates[r] <- out$estimates$ATE$psi

# print(r)

}

> mean(estimates)

[1] 6.993928

> var(estimates)

[1] 0.00344688

> sd <- sqrt(var(estimates))

> sd

[1] 0.05871013

> bias <- mean(estimates) - Psi.F

> bias

[1] 0.01149703

> hist(estimates)
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